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REINFORCER EFFICACY IN A DELAYED
MATCHING-TO-SAMPLE TASK
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Five domestic hens were exposed to a delayed matching-to-sample task. Conditions 1, 5, and 8 were
variable-delay conditions in which five delays (0.25, 1, 2, 4, and 8 s) from the red or green sample
to the presentation of the red and green comparison stimuli were presented a number of times
during each session. In the fixed-delay condition (Condition 3), each delay was presented for 15
sessions under a Latin square design across birds. When improvements in accuracy across the vari-
able-delay conditions are taken into account, the data were similar under both the variable and fixed
delays. In Conditions 2, 4, 6, and 7 sample–reinforcer intervals were held at 8, 8, 4, and 2 s, respec-
tively, while sample–choice intervals were varied within these during each session. With increasing
sample–reinforcer interval, both initial discriminability (i.e., with sample–choice delay 5 0) and rate
of decrement in discriminability decreased. Although the former would be predicted if accuracy
depends of the average sample–reinforcer interval, the latter would not. These data show that in-
creasing the sample–choice interval had less effect on matching accuracy than increasing the sample–
reinforcer interval did.

Key words: delayed matching to sample, variable delay, fixed delay, sample–reinforcer interval, di-
rect remembering, key peck, hens

A common delayed matching-to-sample
(DMTS) task with animal subjects (e.g.,
White, 1985; White & Bunnell-McKenzie,
1985) is one in which a sample stimulus pre-
sented on a center key is followed, after a de-
lay interval, by a pair of comparison stimuli
presented on two side keys, usually with some
reinforcer provided after a response to a
matching comparison stimulus. Findings
show that the proportion of DMTS trials on
which a correct match is made systematically
decreases with increasing delay interval (e.g.,
White, 1985; White & Bunnell-McKenzie,
1985; White & McKenzie, 1982).

Several theories have been proposed to ac-
count for this decrement in performance, or
forgetting, ranging from Roberts and Grant’s
(1976) trace-decay hypothesis to White’s
(1993)1 direct remembering account. If, how-
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ever, one understands the DMTS task as in-
volving delayed reinforcement for remember-
ing behavior that may result in a correct
choice of comparison stimulus, then the de-
crease in matching accuracy over time could
be at least partly accounted for by the re-
duced effect of delayed reinforcement on
sample-directed behavior. A well-documented
aspect of reinforcer efficacy (e.g., Chung,
1965; Chung & Herrnstein, 1967) is that as
reinforcement is increasingly delayed from
the time of the behavior that it is dependent
upon, the likelihood of occurrence of that
behavior becomes increasingly reduced. In
most DMTS procedures, the delay to choice
and the delay to reinforcement are essentially
the same (Wixted, 1989). However, it is pos-
sible within a DMTS procedure to separate
these aspects to some extent.

McCarthy and Davison (1991) varied delay
to choice using the usual DMTS procedure
and, in another condition, held delay to
choice at zero while varying the delay to re-
inforcement following correct choices. They
provided these delayed reinforcers at the
same times that they would have occurred in
the usual delay-to-choice procedure. They
found that a delay to reinforcement had an
effect similar to a delay to choice, although
it was not as pronounced. This result suggests
that forgetting may be partly accounted for
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by lack of immediate reinforcement for re-
membering. McCarthy and Davison’s proce-
dure could not separate how much of the
decrement in matching accuracy was due to
sample–reinforcer interval and how much
was due to increasing sample–choice interval,
independent of the sample–reinforcer inter-
val.

McCarthy and Davison (1991) used a fixed-
delay procedure in which the same sample–
choice and choice–reinforcer delays were in
effect each session. White and Bunnell-Mc-
Kenzie (1985) examined two ways of varying
delay interval (sample–choice) duration:
within a session and between sessions. Pi-
geons’ behavior under a series of fixed-delay
conditions was compared with that under a
variable-delay condition (in which the same
delay intervals were presented across trials in
each session). Matching accuracy was better
at all delays in the variable-delay condition.
White and Bunnell-McKenzie suggested that
improved accuracy at longer delays was a re-
sult of the average delay to reinforcement in
the variable delays being less than in the
fixed-delay procedure (cf. Carter & Werner,
1978). For example, if a subject is working in
a fixed-delay condition with a delay interval
of 10 s, the average delay to reinforcement
(from sample-stimulus termination) is 10 s. If,
instead, the subject is working in a variable-
delay condition with half 1-s and half 10-s de-
lay intervals, the average delay to reinforce-
ment is 5.5 s. Because the average delay to
reinforcement is smaller in the variable-delay
case, performance following the 10-s delay
should be better (cf. Wixted, 1989). White
and Bunnell-McKenzie noted that this expla-
nation did not account for the increased ac-
curacy they found at the shorter delays in the
variable-delay condition. According to the
same explanation, accuracy should have been
lower than fixed-delay accuracy at the shorter
delay intervals.

The present study had two aims. First, it
was an attempt to separate the effects of sam-
ple–choice and sample–reinforcer intervals
on matching accuracy. It involved a series of
variable-delay conditions, suggested by Jones
(1988), in which the sample–reinforcer inter-
val was held constant while the sample–
choice interval was varied. This procedure al-
lows further examination of McCarthy and
Davison’s (1991) findings. Their fixed-delay

procedure showed that increasing the
choice–reinforcer interval had an effect sim-
ilar to but smaller than that of increasing
both the sample–choice and sample–reinforc-
er intervals (as in the usual DMTS proce-
dure). The variable-delay procedure used
here should indicate how much of the dec-
rement in matching accuracy is due to in-
creasing sample–reinforcer interval and how
much is due to increasing sample–choice in-
terval, independent of the sample–reinforcer
interval. Variable sample–choice delay con-
ditions were conducted before, after, and in
between the constant sample–reinforcer de-
lay conditions for comparison. Second, the
present study involved an attempt to replicate
the results of White and Bunnell-McKenzie’s
(1985) experiment. To this end, a condition
with fixed delays was included.

METHOD

Subjects

The subjects were 5 Star Shaver-cross do-
mestic hens, numbered 71, 72, 73, 75, and 76,
with some previous experience of DMTS. The
hens were about 1.5 years old at the begin-
ning of the study and were maintained at
80% 6 10% of their free-feeding body
weights with supplementary feeding of com-
mercially prepared food pellets. Grit and wa-
ter were provided in the home cages.

Apparatus

The experimental chamber was a white
chipboard box with internal dimensions 415
mm wide, 520 mm long, and 510 mm high.
The front wall contained three opaque Per-
spex response keys, 32 mm in diameter, in a
horizontal row 360 mm above the grid floor.
All keys could be illuminated either red or
green and required a force of at least 0.2 N
to be operated. The food hopper was re-
cessed below the center key. There was no
houselight; the only illumination was provid-
ed by the response keys or the hopper light
during 3-s wheat presentation. Experimental
events were controlled by a remote MITACt
386PC interfaced with a MEDt programma-
ble control board and operating MED 2.0t
software.
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Table 1

Order of the fixed delays during Condition 3 for each
bird.

Subject Fixed delay (s)

71 0.25 1 2 4 8
72 8 4 2 1 0.25
73 1 2 4 8 0.25
75 4 8 0.25 1 2
76 8 0.25 1 2 4

Procedure

Sessions were conducted 6 days per week.
Each session lasted for 40 trials, or was
stopped if a bird had failed to complete 40
trials within 2,400 s. All subjects were pre-
sented with the same experimental condi-
tions and daily sessions, except during the
fixed-delay condition, which is explained
below. Each trial in every session began with
the illumination of the center key, either red
or green at random (p 5 .5). The fifth peck
on the center key darkened it and initiated a
delay interval. During the delay interval the
chamber was dark, and pecks to the response
keys were ineffective. Following this delay, the
two side keys were lit, one red and the other
green at random (p 5 .5). A peck to the side
key of the same color that the center key had
last been was deemed to be a correct choice;
a peck to the other key was deemed incor-
rect.

For Conditions 2, 4, 6, and 7, a further de-
lay interval followed, so that the consequence
of the comparison stimulus (side key) choice
occurred a fixed time after sample stimulus
(center key) termination (sample–reinforcer
interval). For Conditions 1, 3, 5, and 8, the
consequence of comparison choice was pre-
sented immediately following that choice re-
sponse. The consequence of a correct choice
was always 3-s access to wheat from the illu-
minated hopper. The consequence of an in-
correct choice was always a 3-s blackout. Fol-
lowing either consequence was an intertrial
interval (blackout) of 10 s; then the next trial
started.

During Condition 1 the delay to choice var-
ied from trial to trial and the reinforcer fol-
lowed a correct choice immediately. One of
five different delay intervals was randomly se-
lected without replacement from the array
0.25, 1, 2, 4, and 8 s, for each of five trials.
This procedure was repeated for the next five
trials, until each delay interval had been pre-
sented eight times during a session. After per-
formance was judged to be stable by inspec-
tion of graphs showing proportion of correct
trials for each subject, at each delay, and by
each session, 20 more sessions were conduct-
ed. The data from these last 20 sessions were
used for analysis.

Condition 2 was similar to Condition 1, ex-
cept that reinforcers following correct re-

sponses were not available until 8 s after com-
pletion of the response requirement (five
pecks) on the center key. Thus, when the
sample–choice delay was 8 s, reinforcement
of a correct choice was immediate. When the
sample–choice delay was 1 s, a correct choice
response was reinforced 7 s later.

In Condition 3 (fixed delay) the same de-
lay intervals were presented as in Condition
1; however, each session included only one
delay interval throughout. Blocks of sessions
in which the various delays were presented
were arranged in a pseudo-Latin square de-
sign (after White & Bunnell-McKenzie, 1985)
as shown in Table 1. Each block continued
until each subject had completed 15 sessions,
except that Subject 75 ceased responding af-
ter seven sessions in her 8-s block.

Condition 4 was a replication of Condition
2, and Condition 5 was a replication of Con-
dition 1. Condition 6 (4-s sample–reinforcer
interval) was similar to Condition 2, except
that only the delay intervals of 0.25, 1, 2, and
4 s were included, and reinforcers occurred
4 s after sample termination. Condition 7 (2-
s sample–reinforcer interval) was also similar
to Condition 2, but with delay intervals of
0.25, 1, and 2 s, and with reinforcers occur-
ring 2 s after sample termination. Condition
8 was a further replication of Condition 1.
The details of the experimental conditions
are summarized in Table 2, together with the
number of sessions each was in effect. The
conditions were conducted in numerical or-
der.

RESULTS
For each bird, correct choices of compari-

son stimuli at each delay interval were
summed over the last 20 sessions of each vari-
able-delay condition and all 15 sessions of
each fixed delay. The matching accuracy mea-
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Table 2

The order of experimental conditions, the sample–choice and sample–reinforcer intervals,
and the number of sessions each condition was in effect.

Condition
Sample–choice

interval (s)
Sample–reinforcer

interval (s)
No. of

sessions

1 Variable (0.25, 1, 2, 4, and 8) 0a 52
2 Variable (0.25, 1, 2, 4, and 8) 8 52
3 Fixed (0.25, 1, 2, 4, and 8) 0a 15 per delay
4 Variable (0.25, 1, 2, 4, and 8) 8 29
5 Variable (0.25, 1, 2, 4, and 8) 0a 44
6 Variable (0.25, 1, 2, and 4) 4 22
7 Variable (0.25, 1, and 2) 2 20
8 Variable (0.25, 1, 2, 4, and 8) 0a 43

a 0 indicates that the reinforcer was delivered immediately after a correct choice.

Fig. 1. The log d values, derived from Equation 1 and
averaged across birds, for the three replications of the
standard variable-delay condition (Conditions 1, 5, and
8), all 8 months apart, as functions of the delay to choice.
The exponential functions were fitted using Equation 2,
and the parameters of the fitted functions are shown on
the figure.

sure used here, log d, was proposed by Davi-
son and Tustin (1978) and has been used in
the analysis of much DMTS data, including
those of White and Bunnell-McKenzie
(1985). Log d is, theoretically, a response-bias-
free measure of stimulus discrimination that
is computed as half the difference between
logarithms of ratios of responses to the com-
parison stimuli following each sample stimu-
lus. That is,

1 c c1 3log d 5 log 2 log , (1)1 2 1 2[ ]2 c c2 4

where c1 and c 2 are the total correct and er-
ror responses, respectively, following one
sample stimulus, and c 3 and c4 are the total
error and correct responses, respectively, fol-
lowing the other sample. A series of log d es-
timates across a range of delay intervals can
be fitted with a negative exponential function
(after White & McKenzie, 1982). Namely,

2btlog d 5 log d ·exp , (2)t 0

where log d 0 is discriminability of the sample
stimulus at no delay and b is the rate at which
discrimination accuracy is attenuated with in-
creasing delay interval.

In order to check the effects of increasing
exposure to the DMTS task, the first variable
delay (Condition 1) was repeated as Condi-
tion 5 and then again as Condition 8. As
shown in Figure 1, each time the condition
was repeated, the curve describing perfor-
mance in that condition was higher and flat-
ter, that is, log d0 increased and b was smaller.
There is a greater difference between the
data from the second and third replications
than between those from the first and sec-
ond. The decreasing b values show that there
was relatively more improvement in accuracy
at the longer, as compared with the shorter,
delay intervals. Table 3 shows that, from the
averaged first and second determinations
(Conditions 1 and 5) to the third determi-
nation (Condition 8), Subjects 71, 72, and 73
improved accuracy at all delay intervals (high-
er log d0 and similar b), and Subjects 75 and
76 improved accuracy at the longer delay in-
tervals (similar or slightly lower log d0 and
smaller b).

Log d values were averaged across the first
and second standard variable-delay condi-
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Table 3

The parameters of the fitted exponential functions
(Equation 2) for each bird.

Bird log d0 b % VAC

Conditions 1 and 5 (variable delay)
71 1.10 0.13 94
72 1.36 0.10 98
73 1.05 0.34 63
75 1.26 0.18 91
76 1.64 0.12 98
M 1.26 0.14 97

Conditions 2 and 4 (variable delay with 8-s sample–rein-
forcer interval)

71 0.80 0.06 94
72 0.87 0.09 78
73 0.40 0.04 44
75 0.70 0.08 77
76 0.83 0.07 45
M 0.72 0.07 87

Condition 3 (fixed delay)
71 1.32 0.11 97
72 1.55 0.14 90
73 1.21 0.30 91
75 1.02 0.10 76
76 1.55 0.15 95
M 1.31 0.14 93

Condition 4 (variable delay with 8-s sample–reinforcer in-
terval)

71 1.10 0.08 55
72 0.96 0.06 64
73 0.58 0.05 81
75 0.74 0.06 51
76 1.14 0.11 66
M 0.90 0.07 92

Condition 5 (variable delay)
71 1.27 0.11 91
72 1.41 0.11 94
73 1.42 0.51 65
75 1.16 0.13 92
76 1.64 0.09 92
M 1.32 0.13 91

Condition 6 (variable delay with 4–s sample-reinforcer in-
terval)

71 1.79 0.21 76
72 1.23 0.03 32
73 0.75 0.16 71
75 0.91 0.12 94
76 1.22 0.10 93
M 1.17 0.12 92

Condition 7 (variable delay with 2-s sample–reinforcer in-
terval)

71 incalculable, due to infinite log d values
72 1.53 0.21 98
73 1.69 0.57 99
75 1.57 0.34 74
76 1.70 0.21 98
M 1.62 0.26 95

Table 3

(Continued)

Bird log d0 b % VAC

Condition 8 (replication of Condition 1)
71 1.88 0.13 98
72 1.45 0.06 90
73 1.59 0.38 67
75 1.22 0.09 53
76 1.49 0.05 44
M 1.44 0.09 93

Fig. 2. The log d values, derived from Equation 1, for
the three different types of DMTS conditions, averaged
across subjects, as functions of the delay to choice. Shown
are the data from Condition 3 (fixed delay, unfilled cir-
cles), the averaged data from Conditions 1 and 5 (stan-
dard variable delays, crosses), and the averaged data from
Conditions 2 and 4 (variable delays with 8-s sample–re-
inforcer interval, asterisks). The exponential functions
were fitted using Equation 2, and the parameters of the
fitted functions are shown on the figure.

tions (1 and 5) and also across the first and
second 8-s sample–reinforcer interval condi-
tions (2 and 4), in a fashion similar to White
and Bunnell-McKenzie’s (1985) study. These
log d values, together with those for the fixed
delays and the final replication of the stan-
dard variable delay, all averaged across birds,
are plotted as a function of delay to choice
in Figure 2. Individual negative exponential
curve fits and parameters are given in Table
3. Figure 2 shows log d0 values systematically
decreasing with increasing delay interval. The
data are reasonably well fitted by negative ex-
ponential functions, that is, the percentage of
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Fig. 3. The average log d values, derived from Equa-
tion 1, from the three variable-delay conditions with sam-
ple–reinforcer intervals of 2 s (Condition 7), 4 s (Con-
dition 6), and 8 s (Condition 4), as functions of the delay
to the choice. The exponential functions were fitted us-
ing Equation 2, and the parameters of the fitted func-
tions are shown on the figure.

variance in data accounted for by the fitted
functions (%VAC) ranged from 87% to 97%
for the various conditions. For individual sub-
jects, curve fits ranged from 44% to 98%VAC
(Table 2). For the group data, curves describ-
ing performance from the first two standard
variable-delay conditions (Conditions 1 and
5) and from the fixed-delay condition (Con-
dition 3) are similar, with log d0 5 1.26 and
b 5 0.14 for the variable delays and log d0 5
1.31 and b 5 0.14 for the fixed delays. The
curve fitted to log d values from the two 8-s
sample–reinforcer interval conditions (Con-
ditions 2 and 4) is much lower (log d0 5 0.72)
and largely flat (b 5 0.07), but meets the
curves of the other conditions at the 8-s delay
interval. The final replication of the standard
variable delay (Condition 8) gave the highest
curve (log d0 5 1.44, b 5 0.09).

Table 3 shows that these trends are repre-
sentative of individual subjects’ data. All sub-
jects produced similar log d0 and b values for
the first two standard variable-delay condi-
tions (1 and 5) and the fixed-delay condition
(4), and in every case the 8-s sample–rein-
forcer interval conditions (2 and 4) resulted
in smaller values of both parameters than the
fixed-delay and standard variable-delay con-
ditions. Subject 73’s data follow this pattern
but are notably different from those of the
other hens in two respects. First, her match-
ing accuracy dropped more sharply than any
of the other birds with both the fixed and
variable delays (high values of b); second, her
accuracy with the 8-s sample–reinforcer inter-
val was consistently low (i.e., low values shown
for both parameters).

Log d values averaged across all the birds’
data for the 8-, 4-, and 2-s sample–reinforcer
interval conditions, with curves fitted, are
shown in Figure 3. In each of these, the sam-
ple–reinforcer interval was fixed at the lon-
gest delay to choice: 8 s in Condition 4, 4 s
in Condition 6, and 2 s in Condition 7. The
log d values decreased with increasing delay
interval in every condition and are well fitted
by the curves (92% to 95%VAC). The curves
become progressively higher and steeper
from the 8-s sample–reinforcer interval (log
d0 5 0.9, b 5 0.07), through the 4-s sample–
reinforcer interval (log d0 5 1.17, b 5 0.12),
to the 2-s sample–reinforcer interval (log d0

5 1.62, b 5 0.26). This trend is representative
of each individual bird, as shown in Table 3,

except that b values for Subjects 72 and 76
were slightly lower for the 4-s than for the 8-
s condition.

DISCUSSION

The present procedure, unlike that of Mc-
Carthy and Davison (1991), allowed assess-
ment of changes in log d0 with changes in the
sample–reinforcer interval. The fitted func-
tions for the three constant sample–reinforc-
er conditions form an orderly pattern, be-
coming progressively lower and flatter (log d0

and b both decrease) from the 2-s (Condition
7) to the 4-s to the 8-s sample–reinforcer in-
terval (Conditions 2 and 4). Although the im-
provement in accuracy over time must have
contributed to the change in log d0, it does
not account for all of it. If the increases in
log d0 with decreases in sample–reinforcer in-
terval were solely a product of general im-
provement in accuracy, then one would have
expected the data from the 8-s and 4-s sam-
ple- reinforcer intervals to be above the first
standard variable-delay data. However, log d0

values from the 8-s sample–reinforcer interval
conditions (2 and 4) are lower than those
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from the first standard variable-delay condi-
tion (1), and those from the 4-s sample–re-
inforcer interval condition (6) are lower than
those from both previous standard variable-
delay conditions (1 and 5). The changes in b
with successive sample–reinforcer interval
conditions are in the reverse direction from
the changes in b seen over the standard vari-
able-delay conditions. Thus, the observed
changes in b over the standard variable-delay
conditions would work to moderate the effect
seen with changes in sample–reinforcer inter-
val.

Given the changes in accuracy over time,
the 8-s sample–reinforcer interval data (Con-
ditions 2 and 4, Figure 2) were compared
with those from the variable-delay conditions
closest in time. This comparison shows the
effect of delay to reinforcement in a DMTS
task. The curve for the 8-s sample–reinforcer
interval data is low and flat, because match-
ing accuracy at the shorter delay intervals was
not much higher than that at the longest de-
lay interval. The values of b are lower than
those from the standard variable-delay con-
ditions (1 and 5). Because the only difference
was that reinforcement was held at a constant
8 s from sample termination, these data pro-
vide strong support for McCarthy and Davi-
son’s (1991) findings; forgetting over time is
partly accounted for by the delay to reinforce-
ment from the beginning of the delay inter-
val. Unlike the McCarthy and Davison study,
the design of the variable delay here, with the
constant 8-s sample–reinforcer interval, al-
lows an estimate of the relative influences of
both the sample–choice interval and the sam-
ple–reinforcer interval on maintaining cor-
rect matching. That is, if the constant 8-s sam-
ple–reinforcer interval had had no effect on
the standard variable-delay function, then it
would be arguable that the sample–reinforcer
interval has no influence on correct match-
ing. If, instead, the delay function had been
completely flat—that is, if matching accuracy
at all shorter sample–choice intervals had
been the same as at the 8-s interval—then it
could be argued that sample–reinforcer in-
terval entirely accounts for the standard delay
functions observed in DMTS, and that in-
creasing the sample–choice interval has no
independent effect. The data from the 8-s
sample–reinforcer conditions (2 and 4) in
Figure 2 show that sample–reinforcer interval

is by far the greater determinant and that the
length of the sample–choice interval has only
a small independent effect on matching ac-
curacy.

The increases in log d0 with decreasing
sample–reinforcer interval would be predict-
ed by a delay-reduction account of perfor-
mance under a DMTS task (Wixted, 1989),
because the average time to reinforcement
decreases as this interval decreases. However,
the points from the 8-, 4-, and 2-s sample–
reinforcer conditions that did not involve a
choice-reinforcer delay (i.e., from the longest
delay interval in each condition) land reason-
ably close to the standard variable-delay
curves closest in time. This effect is clearly
seen in Figure 2 for the 8-s data. The fact that
these data are similar to those from the stan-
dard variable-delay data suggests that accura-
cy at these delays was not influenced by the
overall lower rate of reinforcement in these
sessions. This result stands against the argu-
ment that responding is affected by an aver-
age reinforcer delay. It suggests that each
sample–choice–reinforcer chain can be
manipulated independently of the others in
the session, and lends strong support to
White and Cooney’s (1996) finding that al-
tering the probability of reinforcement at one
delay interval alters performance at that in-
terval, independent of performance at other
intervals.

A delay-reduction account of performance
predicts the effects of the sample–choice in-
terval to be less extreme with shorter sample–
reinforcer intervals (both sample and choice
stimuli signal a reduction in the delay to re-
inforcement). However, this was not found,
because b increased as sample–reinforcer in-
terval decreased, with the 2-s sample–rein-
forcer interval data generally giving larger b
values than any of the other data (Condition
7, Table 2). No current model of perfor-
mance under DMTS predicts this finding. At
the shortest choice–reinforcer delay with the
2-s sample–reinforcer interval (Condition 7),
accuracy was generally higher than at the
same sample–choice delay in the following
standard variable-delay condition (Condition
8, as illustrated by the mean data in Figures
1 and 3). This finding suggests that there
might be some phenomenon at work other
than the delay to reinforcement, because it
would not be expected that this delay would
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improve performance. Chung (1965) pro-
vides a possible explanation for differential
effects of short reinforcer delays. He suggest-
ed that in a short delay to reinforcement, the
subject has time to move towards the feeder
during the delay and so may be ready to eat
immediately when the food magazine is op-
erated and thus obtain more food. Thus, he
argued, short delays could increase the effi-
cacy of the reinforcer. It is not clear whether
increasing reinforcer magnitude will increase
accuracy under DMTS, but it is possible, if
Chung is correct, that short delays to rein-
forcement might function somewhat differ-
ently from longer delays. The fact that the b
values from the 4-s sample–reinforcer interval
data are usually larger than those from the
8-s sample–reinforcer interval means that the
4-s sample–reinforcer interval decreased ac-
curacy proportionally less at shorter delays
than did the 8-s one (Table 2). This may in-
dicate that there are additional complicating
effects involved in the 4-s sample–reinforcer
interval, and the phenomenon described by
Chung might also have an effect at this delay.
Whether or not differing magazine access
times give rise to such an effect could be ex-
amined by using a procedure in which the
food hopper is raised for a period timed from
when the animal has moved to it. This would
make sure that all reinforcers were of equal
duration and that movements towards the
hopper prior to its operation would not alter
the magnitude of reinforcement.

Comparison between the results of the
fixed and variable delays (Figure 2) is con-
founded by the increasing accuracy in the
standard variable-delay conditions over the
experiment (Figure 1). Over these three con-
ditions, log d0 increased while b tended to de-
crease, and, although accuracy was initially
lower with the variable delays than with the
fixed delays, it was higher by the end of the
experiment. If the fixed delay (Condition 3)
is compared to the bracketing variable delay
(Conditions 1 and 5, conducted before and
after), there appears to be little difference.
White and Bunnell-McKenzie (1985) found
no improvement in accuracy for their vari-
able-delay sessions conducted before and af-
ter the fixed-delay conditions. It is possible
that their pigeons, with much previous ex-
perience of variable delays, may have already
reached asymptotic performance with vari-

able delays. The fixed delays were conducted
only once in both studies, so it is not possible
to determine whether performance was be-
coming increasingly accurate under these
conditions.

There is no current model of nonhuman
memory that accounts for all of the present
results, although most of the present data fall
into line with White’s (1993) (Footnote 1) di-
rect remembering theory. According to this
theory, the temporal distance between the
sample and comparison stimuli is, in princi-
ple, no different from a physical distance be-
tween stimuli. Thus, accuracy at any sample–
choice interval can be maintained, strength-
ened, or punished independent of accuracy
at any other sample–choice intervals in a ses-
sion. In the present study, imposing a con-
stant sample–reinforcer interval resulted in
differing levels of matching accuracy for sam-
ple–choice intervals that involved a choice–
reinforcer delay, independent of sample–
choice intervals not involving a reinforcer de-
lay. For example, this independence is shown
where an 8-s sample–reinforcer interval de-
creased accuracy with a 4-s sample–choice in-
terval, whereas accuracy with an 8-s sample–
choice interval remained comparable to that
under the standard DMTS conditions. This
aspect of the present results is not predicted
by the delay-reduction hypothesis (Wixted,
1989), although this hypothesis would imply
the decrement in log d0. No theory accounts
for the observed decrement in b with increas-
es in sample–reinforcer interval. This decre-
ment may be confounded, however, by the
possible effect of short delays to reinforce-
ment, as described by Chung (1965).
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